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Abstract

Optimal feature selection leads to enhanced efficiency
and accuracy when developing both supervised and unsu-
pervised machine-learning models. In this work, a new
signature-based regression model is proposed to automat-
ically identify a patient’s risk of sepsis based on physio-
logical data streams and to make a positive or negative
prediction of sepsis for every time interval since admission
to the intensive care unit. The gradient boosting machine
algorithm that uses the features at the current time-points
and the signature features extracted from the time-series
to model the longitudinal effects of sepsis yields the utility
function score of 0.360 (officially ranked 1st, team name:
‘Can I get your Signature?’) on the full test set. The signa-
ture method shows a systematic and competitive approach
to model sepsis by learning from health data streams.

1. Introduction

Sepsis is thought to be present in more than half of hos-
pitalisations that lead to death in the US [1]. Early detec-
tion of sepsis would likely have profound consequences on
hospital mortality rates. For example, it is widely reported
that mortality rates increase significantly for each hour of
delay in receipt of antibiotics [2].

Here we propose a signature-based, machine learning
approach to generating a risk score that a given patient will
develop sepsis using hourly averaged patient data from the
time since admission to the current time. The data and
performance metrics used are those set out in the Phys-
ioNet Challenge 2019 [3]. The method takes in data se-
quentially and uses the signature transformation to turn the
time-series data into useful features. These features are
fed, along with the variable information at the current time
point, into a gradient boosting algorithm to learn combina-
tions of features relevant to sepsis, which then leads to a
risk score for the patient.

2. Methods

2.1. The Signature of a Path

A path X of finite length in d dimensions can be de-
scribed by the mapping X : [a, b] → Rd, or in terms of
co-ordinates X = (X1

t , X
2
t , ..., X

d
t ), where each coordi-

nate Xi
t is real-valued and parametrised by t ∈ [a, b]. The

signature transformation S of a path X is defined as an
infinite collection of terms:

S(X)a,b = (1, S(X)1a,b,S(X)2a,b, ..., S(X)da,b,

S(X)1,1a,b, S(X)1,2a,b, ...),
(1)

where each term is a k-fold iterated integral of X with
multi-index i1, ..., ik:

S(X)i1,...,ika,b =

∫
a<tk<b

...

∫
a<t1<t2

dXi1
t1 ...dX

ik
tk
. (2)

Similarly to statistical moments of a d-dimensional vector-
valued random variable, such as mean, variance and higher
moments, one can define statistical moments of a path-
valued random variable, which are essentially the signa-
ture moments [4] defined in (2). Path-valued random vari-
ables are naturally observed in many problems involving
ordered events, such as time-series data, patient-generated
measurements, speech etc. The signature S(X) com-
pletely characterises a path X up to tree-like equivalence
and is invariant to reparameterisation [5]. The usefulness
of signatures as features of sequential data was demon-
strated theoretically for non-parametric hypothesis testing
[4] and algebraic geometry [6] as well as in numerous ma-
chine learning applications [7], for example: in healthcare
[8–12], finance [13], computer vision [14, 15], topological
data analysis [16] and deep signature learning [17].
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2.2. Implementation

2.2.1. Sepsis Labels

The challenge data is labelled with the value ’1’ for pa-
tients who develop sepsis where t ≥ tsepsis − 6 and 0
for t < tsepsis − 6, tsepsis being the time of sepsis on-
set as defined by the Sepsis-3 definition. For patients who
never develop sepsis the data is labelled zero everywhere.
Predictions are scored for their binary classification per-
formance against a utility function described fully in the
challenge description. False positives are penalised in non-
septic patients and zero score is given for true negative pre-
dictions. For septic patients, early prediction is penalised,
false negative predictions are more heavily penalised, and
true positive predictions yield a positive score.

Given that we are optimising the utility score, not simply
the percentage of correct binary predictions, we create a la-
belling that takes into account information about the utility
score. We define the utility value, U , as the difference in
utility score from predicting a 1 over a 0. That is, suppose
the prediction of a 0 gives score U0 and predicting 1 gives
score U1, then we label the sample with U = U1 − U0.
This labelling gives larger absolute values (they can also
be large and negative) for the samples that lead to a larger
absolute utility score and are thus more important to la-
bel correctly. We build a regression model that takes this
labelling as the target variable.

2.2.2. Data Imputation

Missing values during a patient’s hospital stay are im-
puted by using a forward-fill method. If no previous value
exists the value is left as ‘NaN’.

2.2.3. Hand-Crafted Features

The signature features are augmented by a number of
extra features from the 40 physiological measures from the
dataset. These features and their definitions are listed in
Table 1. Two new features ‘ShockIndex’, which is defined
as the heart rate divided by the systolic blood pressure and
‘BUN/CR’ which is the ratio of levels of bilirubin to crea-
tinine, were introduced following the work [18] where the
authors showed their importance in sepsis detection. As
sepsis is labelled only if there has been a 2-point deteriora-
tion in ‘SOFA’ score within a 24-hour period, an auxiliary
‘PartialSOFA’ score is additionally introduced. The partial
‘SOFA’ score is constructed from the variables that present
both in the ‘SOFA’ score and our dataset. Additionally, the
indicator variable SOFA deterioration is marked as ’1’ if
‘PartialSOFA’ saw this deterioration over the last 24 hours.

The laboratory and temperature features are sparsely
filled due to measurements being infrequently taken. We

Table 1. Features derived from the data.

Feature name Description
ShockIndex Heart Rate / Systolic Blood Pressure

BUN/CR Bilirubin / Creatinine
PartialSOFA Score of the SOFA components

that are found in the challenge data
SOFA Deterioration Binary label given 1 if PartialSOFA

has increased by 2 in the last 24 hours

hypothesise that measurement frequency will give an in-
dication of condition progression and severity, since mea-
surements are likely to be taken more frequently when doc-
tors are more concerned with patient health. We thus in-
clude a feature that counts the number of measurements
that have been taken over some given look-back window.

Finally, we include the maximum and the minimum
value of each vital sign variable over some look-back win-
dow.

2.2.4. Signature Features

To extract longitudinal information from the timeseries,
we turn to the signature transformation as outlined in Sec-
tion 2.1. A sliding window approach is used so that the
signature features are computed for each time-point over
a window of some given look-back size. The signatures
of ‘PartialSOFA’, ‘MAP’ and ‘BUN/CR’ are computed
with a time dimension and the lead-lag transformation and
then signatures of all non-stationary columns are com-
puted after first applying the cumulative sum followed by
the lead-lag transformation. For information on the indi-
vidual transformations see [8]. The signature truncation
levels and look back window sizes are treated as hyper-
parameters and found during model optimisation.

2.3. Hyperparameters

The following hyperparameters were used in model
training (here signature refers to both the basic signature
features and the signature features after a cumulative sum
transform has been applied, as each takes the same hyper-
parameters, though they can have different values): The
look-back windows for the count variable, the signatures
and the min/max computation, the features we compute
the signature of, the truncation level of the signature (the
signature order), and the classifier hyperparameters. Table
2 lists each of these with the value used in training the final
model.

2.3.1. Model training and validation

We use the stratified 5-fold cross validation method
where the folds are chosen to contain approximately the
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Table 2. List of all hyperparameters with the values used
for each in the final model.

Parameter Final Value
Count look-back 8

Sig look-back 7
CSig look-back 7

Min/max look-back 6
Sig columns Partial SOFA, BUN/CR, MAP

CSig columns All non-stationary
Sig order 3

CSig order 3
Sig leadlag True

CSig leadlag True
Sig = Signature, CSig = Cumulative sum signature

same number of time points and septic cases. No patient
has data in more than one fold. We use the light gbm im-
plementation of gradient boosting regression [19] as our al-
gorithm to regress against our modified sepsis labels. We
then use a gradient-free optimisation algorithm to deter-
mine the cutoff threshold on the regressed values that max-
imises the utility score on the training set. The regressor
and threshold are applied to the validation set to make our
overall predictions and evaluate the score.

3. Results

The cross validation scores on each of the 5-folds of the
training data are given in Table 3.

Table 3. Scores on each cross validation fold.

Fold
1 2 3 4 5 Average(std)

Utility score 0.432 0.434 0.437 0.448 0.400 0.430 (0.018)

3.1. The Usefulness of Signatures

Table 4 displays the average 5-fold CV scores on the
training set from models trained on different subsets of
features giving us an idea on the predictive power of the
additional features. Inclusion of the signature values gives
good improvement on the overall utility score: the signa-
ture transformation is successfully uncovering relevant in-
formation from the time-series that can be used to discrim-
inate cases of sepsis.

3.2. Early Detection of Sepsis

Whilst the goal of the challenge was to optimise the
score achieved on the pre-defined utility function, it is use-
ful to consider how the model can be used in an in-hospital

Table 4. Scores from models trained on different sets of
features

Features Averaged utility score
Time only 0.282

Original 40 features only 0.389
Hand-crafted features included 0.418

Hand-crafted features and signatures included 0.430

Figure 1. Confusion matrix displaying the number of peo-
ple predicted as likely to get sepsis compared with those
who actually end up with sepsis with the threshold tuned
to 30% specificity.

environment to provide clinically actionable information.
Given the output of the regressor, we select a threshold
such that once exceeded, the patient is marked ‘at risk’ of
developing sepsis. This threshold can be chosen to achieve
clinically meaningful sensitivity and specificity. The AUC
ROC value when considering a varying threshold for this
early detection compared against the people who actually
develop sepsis is 0.868. As an example, setting the thresh-
old such that a 30% sensitivity is achieved results gives a
confusion matrix as displayed in Figure 1. At this speci-
ficity, 65.3% of sepsis cases are identified correctly. Of
these 67.5% are predicted early (before the desired 6 hour
window), 14.2% are predicted in the desired window and
18.3% are late. This shows that whilst the model can be
used as an effective screening tool for sepsis, it does not in
general predict cases in the desired 6-hour window before
they occur, it generally predicts much further in advance.

4. Discussion

We have presented a signature-based model for early
prediction of sepsis. We showed that the signature rep-
resentation produced a useful summary of the longitudinal
physiological measurements that was used to effectively
discriminate septic from non-septic cases. The addition of
the signature terms improved significantly the predictive
algorithm as demonstrated in Table 4. The method pro-
posed has achieved the highest official score on the utility
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function on the full test data set from 101 submissions. We
have also shown that the model predictions can be turned
into clinically actionable information for use by doctors.
We saw that patients could be labelled as sepsis risk pa-
tients with an AUC of 0.868 score considering the score
against those who do eventually develop sepsis.
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