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Abstract

Sepsis is a noted cause of mortality in hospitalised pa-
tients, particularly patients in the ICU. Early prediction
of sepsis facilitates a better targeted therapy which in
turn reduces patient mortality rates. This study devel-
oped a methodology to allow automatic prediction of sep-
sis 6 hours prior to its clinical presentation. For this pur-
pose, four vital signs comprising of HR, SBP, Tempera-
ture and respiratory rate, along with laboratory results
for Platelets, WBC, Glucose and Creatinine are scored
using Prehospital Early Sepsis Detection (PRESEP) and
Sequential Organ Failure Assessment (SOFA) Early Warn-
ing Scoring (EWS) systems or screening tools and Systemic
Inflammatory Response Syndrome (SIRS) criteria to allow
under-sampling. The weighted scores obtained from the
screening tools are also used to categorise patients into 4
groups with different probabilities of facing sepsis in ICU.
The hourly data of each group is then trained through
a KNN classifier to detect sepsis hours. The ensemble
of classifiers are used to predict sepsis in all available
dataset. The proposed model developed by UlsterTeam is
trained on training setA and evaluated on training setB.
The evaluation of the model on the training setB of the pub-
lically available dataset shows the Utility Score, accuracy,
AUROC and AUPRC of the model are 0.27, 0.97, 0.71 and
0.07 respectively.

1. Introduction

Sepsis, severe sepsis and septic shock are different terms
used to address disorders characterised by a host response
to physiological, pathologic and biochemical abnormali-
ties caused by infection [1]. Sepsis is defined as a “life-
threatening organ dysfunction caused by a dysregulated
host response to infection” [2], and organ dysfunction is
defined by an increase in Sequential Organ Failure Assess-
ment (SOFA) score [3].
Sepsis is believed to be one of the leading causes of mortal-

ity for hospitalised patients and has been a very noticeable
cost concern for healthcare systems worldwide [4]. How-
ever, due to the diverse nature of the possible infection and
host reaction, diagnosing sepsis remains to be a difficult
task for physicians [1]. Moreover, it has been argued that
the survivors of sepsis may suffer from physical and psy-
chological complications in the long-term, which requires
more social and healthcare support [5].
Therefore, early prediction of sepsis results in early treat-
ment of patients at-risk and reduces the possibility of se-
vere sepsis and septic shock. It also provides a means to
develop more effective preventive methods in treating pa-
tients with sepsis [6]. This study aims to provide a numer-
ical methodology to automatically predict sepsis in ICU
patients at least 6 hours in advance. The dataset used in
this study has been published by Physionet [7] as part of
the 2019 Computing in Cardiology challenge .

2. Methodology

The dataset of this study is sourced from 40,336 ICU pa-
tients with 40 different time-dependent (i.e. with one-
hour time step) variables including Vital Signs, Labora-
tory (VSL) values and Demographics [7]. This study aims
to provide a comprehensive methodology to overcome the
challenges concerning the dataset. In this section, each of
these challenges and the proposed methodology to over-
come them will be addressed.

2.1. Variable selection

This dataset includes about 31.63% of NaN values, corre-
sponding to the hourly values that have not been measured
at the time for each patient. Therefore, it is essential to
choose the variables that have the least number of NaNs
and are clinically important in diagnosing sepsis. In or-
der to choose these variables, sepsis screening tools have
been studied. Screening tools are widely used as decision
support systems for early detection of sepsis in both med-
ical and surgical patients [8]. In this study, two screen-
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ing tools of Prehospital Early Sepsis Detection (PRESEP)
and SOFA as well as the Systemic Inflammatory Response
Syndrome (SIRS) criteria are considered. PRESEP score
is a screening tool that has been developed to identify sep-
tic patients in a pre-hospital environment based on vari-
ables that are typically assessed [9] with cut-off values
that have empirically validated. PRESEP score is defined
as the sum of scored weights of Heart Rate (HR), Tem-
perature (Temp), Systolic Blood Pressure (SBP), Respira-
tory Rate (RR), peripheral oxygen saturation(SaO2) and
Glasgow Coma Scale (GCS). Different studies have clas-
sified PRESEP among the best performing screening tools
in identifying septic patients considering its sensitivity and
specificity [9], [10].
SIRS is an inflammatory response syndrom criteria that
was originated in the 90s [11] as a starting point in the
definition of sepsis, considering six different variables of
Temperature, HR, Leukocyte count (WBC), RR and Blood
Glucose. SIRS is not used in clinical applicatiosn any-
more, however, it is still a relevant identification of infec-
tion for the at-risk group of patients [12]. Finally, SOFA
Score is considered the official screening tool to be used
as the diagnostic criteria in organ dysfunction and sepsis,
according to the 4th Sepsis Manual [12]. SOFA scoring
considers Creatinine and Platelets as two other important
variables in early sepsis prediction.
Furthermore, a variable selection approach has been per-
formed on the available dataset in order to verify the choice
of the variables. Variable selection approach considers a
set of strategies to find an optimal subset of variables that
provide a good performance in model construction [13],
[14]. In this study, a hybrid variable selection approach
of Joint Mutual Information (JMI) was applied to rank the
40 available variables based on their importance. JMI [15]
is the information between the target class and a random
variable, x, which is defined by pairing a variable, xi, with
another variable, xk, where i and k are two out of 40 avail-
able variables. JMI ranked Hours between hospital admit
and ICU admit (HospAdmTime), Age, HR, SBP, Mean ar-
terial pressure (MAP), Glucose, Diastolic Blood Pressure
(DBP), Platelets, RR and Blood urea nitrogen (BUN) as
the first 10 variables based on their importance.
Consequently, in this study the four Vital Signs of Temp,
HR, SBP and RR are scored according to PRESEP screen-
ing tool. WBC and Blood Glucose as well as Creatinine
and Platelets are scored according to SIRS and SOFA,
respectively. Additionally, the Demographic variables
of Age, Gender, HospAdmTime and ICU length-of-stay
(ICULOS) are also considered to construct a model for
early detection of Sepsis.

2.2. Missing values

The missing values (NaNs) in the 8 selected VSL vari-
ables (listed in Table 1), corresponding to missing mea-
surements, have been categorised into two classes. The
first class is scattered NaNs defined by missing values with
at least one measurement recorded for a specific variable
for a patient. For this class, the final measurement of the
variable for each patient has been used to fill the missing
measurements.
The second class of NaNs is defined as the NaN columns,
for which there is no measurement recorded for a specific
variable. Overall, about 2.94% of the 8 selected columns
of VSL values among all the patients are NaN columns. In
order to fill these missing values, the average of each vari-
able over the time of stay in ICU is considered as the defin-
ing feature of that variable per patient. Considering the
mean of variables, each patient can be defined by 8 features
describing their VSL variables. Therefore, each NaN value
in the mean feature datasets corresponds to a NaN column
of a variable for a patient. Markov Chain Monte Carlo
(MCMC) simulation is used to impute these NaN values in
the mean feature dataset. MCMC is a combination of tech-
niques to randomly simulate sample values of the dataset
with a known state space to create a Markov Chain [16].
The state space is the domain or space from which the
randomly simulated data takes its value [17]. The state
space in this study is considered as the multivariate normal
(Gaussian) distribution of the dataset.Therefore, by consid-
ering a multivariate normal distribution for the 8 mean fea-
tures and using their mean and covariance matrix, 100,000
random samples of data are generated through MCMC.
Accordingly, for a patient with a NaN column, all the
other 7 non-NaN features are considered. A search engine
was then set to look into the MCMC generated dataset to
find all the rows with values close to the 7 non-NaN fea-
tures with a tolerance of 1 unit for each feature. Eventu-
ally, the NaN value is imputed by computing the average
of the corresponding feature in the obtained rows of the
MCMC generated dataset having a relatively close values
for the non-NaN features. This feature is then used to fill
the whole column of that specific variable in the patient’s
hourly dataset.

2.3. Under-sampling

After filling the scatter missing values and the NaN
columns, it is important to consider the class balance of
the dataset. In the current dataset, out of 40,336 only about
7.27% of the patients (2932 patients) face sepsis at some
point of their stay in ICU. Therefore, due to the imbalance
of the classes, it is necessary to under-sample the dataset
in order to obtain an optimal performance in the classi-
fication model. To meet this objective, in this study, the
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mean features of the 8 variables considered for each patient
have been scored using PRESEP, SIRS and SOFA screen-
ing tools, as presented in Table 1. Moreover, as most of the

Variable Screening tool Cutoff Weights
Temp PRESEP > 38oC 4

PRESEP < 36oC 1
HR PRESEP > 90 BPM 2
SBP PRESEP < 90 mmgHG 2
RR PRESEP > 22 BPM 1
Platelete SOFA < 20 ∗ 103/µL 4

SOFA < 50 ∗ 103/µL 3
SOFA < 100 ∗ 103/µL 2
SOFA < 150 ∗ 103/µL 1

Creatinine SOFA > 8.8 mg/dL 4
SOFA > 6 mg/dL 3
SOFA > 3.42 mg/dL 2
SOFA > 2.2 mg/dL 1

Glucose SIRS > 138.6 mg/dL 1
WBC SIRS ≥ 12 ∗ 103/µL 1

SIRS ≤ 4 ∗ 103/µL 1

Table 1. Weighted Scoring System [9], [12]

septic patients face sepsis during the final hours of their
stay in ICU, the mean features of the variables have also
been compared to the first hour of their ICU admission, in
order to represent the increase or decrease of the variable
during the ICU hours for each patient. The supplementary
scores (SS) for this comparison is presented in Equation 1.

SSi =


1 xi,avg − xi,1 > 0

−1 xi,avg − xi,1 < 0

0 otherwise
(1)

where i corresponds to each variable (listed in Column 1
of Table 1), while xi,avg and xi,1 are the mean feature of
the variable i and the value of the variable at the first hour
of admission to ICU, respectively.
Considering this scoring, each patient is defined by a com-
bination of 16 scored values. All the 40,336 patients fall
into 15,990 of unique combination of these 16 scores. In
order to under-sample the dataset, the groups of patients
having the same combination of scores are studied. If none
of the patients in a group had sepsis, the oldest patient is
added to the undersampled new dataset, as the probability
of severe sepsis or septic shock is higher in older popula-
tion [18]. On the other hand, if only one of the patients of
the group faced sepsis, all group members have been con-
sidered in the new dataset. By this analysis, the number
of patients in the under-sampled new dataset has been re-
duced to 25,569 patients, and the probability of sepsis in
the new dataset has been increased to 11.47%.

2.4. Classification

The sum of the 16 weighted scores obtained in Section 2.3
for each patient can be an indicator for patients at risk of

Score range Patients Sepsis ratio
Group 1 overall score < 1 5835 8.11%
Group 2 1 ≤ overall score < 4 8096 10%
Group 3 4 ≤ overall score < 9 9949 13.28%
Group 4 overall score ≥ 9 1681 19.45%

Table 2. Specificaions of the designated groups for train-
ing.

sepsis. Figure 1, represents the histogram of the sum of
the weighted scores for the selected patients as the under-
sampled new dataset. The ratio of patients with sepsis is
shown on each range of the weighted scores. It is clear
that the higher the sum of the weighted scores, the higher
the probability of patients facing sepsis. Therefore, in or-
der to obtain a better performance in a classification model
to detect sepsis and also to decrease the training time, the
new dataset is categorised into 4 groups. The summary
of the specifications corresponding to each group is sum-
marised in Table 2. For each patient in the 4 groups of the

Figure 1. Histogram of the sum of weighted scored for
under-sampled new dataset and the percentage of patients
with sepsis in different groups

new dataset, the mean value of the variables for six-hour
windows with 5-hour overlaps are considered to allow the
model to predict sepsis in a 12-hour period. In each 6-hour
window, the sepsis label is defined as 1 if at least in one
hour of that window the patient faces sepsis. The 6-hour
mean values of all the patients in each group are trained
with a Fine KNN classifier with 10-fold cross validation.

3. Results and Discussion

As explained in Section 2.4, the undersampled new dataset
is categorised into 4 groups, considering the overall scores
of the three screening tools and Supplementary Score.
Each group is then trained and classified by KNN classi-
fier with 10-fold cross-validation. The True Positive Rate
(TPR) and False Negative Rate (FNR) for both classes and
the total accuracy of the model for training and test dataset,
80% and 20% of the available dataset, is presented in Table
3, respectively, as the average of all the four groups.
For a better evaluation the same methodology is applied to

train a model on training setA (20,336 patients) and to test
it on training setB (20,000 patients). These four mdoels
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Predicted Class Total
0 1 Accuracy

80% dataset True Class 0 >99 % <1% 99.7 %Training 1 4% 96%
20% dataset True class 0 99.9 % 0.1% 99.6 %Testing 1 4% 96%

Table 3. Confusion matrix for Training (80% of the
dataset) and Testing (20% of the dataset)

are evaluated using the scoring function provided by Phys-
ionet for the challenge. Utility function rewards the model
for early prediction of sepsis, and penalises for the late pre-
dictions or misclassifications. Based on the function, the
model shows the Utility score of 0.27, F-measure of 0.21,
Accuracy of 0.97, AUPRC and AUROC of 0.07 and 0.71,
respectively for training setB, which can be considered as
an unseen dataset for the trained model here.

4. Conclusion

The developed algorithm in this study, combines clinical
knowledge, numerical and statistical approaches in order
to provide a reliable tool in predicting sepsis in ICU pa-
tients 6 hours in advance. The proposed methodology is
able to overcome the challenges of missing values and the
unbalanced dataset, considering the screening tools. It is
found that this methodology can be a good method in pre-
diction of 96% of septic patients of the same hospital data.
However, i is less accurate considering the dataset of an
unknown hospital to the model.
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